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• Research engineer in scientific computing at CNRS

• Co-leader of the HPC@Maths team

• Member of the groupe Calcul board

• Developer of open-source software
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SOME COMMENTS BEFORE WE START

• I’m not an expert of LLM and their construction.

• The world of LLM is vast and the field of possibilities almost infinite.

• Some points may be wrong and lack precision.

• The learning curve is steep.

• I’m a baby of a one month and a half in this world.
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WHAT CAN YOU DO WITH GITHUB COPILOT ?

• Code completion as you type 

• Chat discussion to explain code, to write tests or documentation, … 

• Use the open files and your GitHub repositories as a knowledge base

• Web search and other agents on the marketplace

• Two models available: Anthropic’s Claude 3.5 Sonnet or OpenAI’s GPT-4o

(2,000 intelligent code completions a month)

(50 Copilot Chat messages a month)
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THE COPILOT ALTERNATIVES
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https://www.augmentcode.com/
https://continue.dev/
https://www.augmentcode.com/
https://continue.dev/


WHAT MODELS DO I NEED TO CHOOSE TO HELP ME DEVELOP MY SOFTWARE ?

DO I HAVE ENOUGH RESOURCES TO USE THEM ?

WHAT ARE THE LIMITATIONS OF THESE MODELS ?
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WHERE TO FIND LLM MODELS ?

Ollama website Hugging Face website
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https://ollama.com/
https://ollama.com/
https://huggingface.co/
https://huggingface.co/
https://ollama.com/
https://ollama.com/
https://huggingface.co/
https://huggingface.co/


LEARDERBOARDS

LiveCodeBench: https://arxiv.org/pdf/2403.07974
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https://arxiv.org/pdf/2403.07974
https://arxiv.org/pdf/2403.07974


LEARDERBOARDS

• Code evaluation

▪ 

▪ 

▪ 

• Mathematics abilities

▪ 

BigCode’s Models Leaderboard

BigCode’s BigCodeBench

Meta’s CyberSecEval

NPHardEval
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https://huggingface.co/spaces/bigcode/bigcode-models-leaderboard
https://huggingface.co/spaces/bigcode/bigcodebench-leaderboard
https://huggingface.co/spaces/facebook/CyberSecEval
https://huggingface.co/spaces/NPHardEval/NPHardEval-leaderboard
https://huggingface.co/spaces/bigcode/bigcode-models-leaderboard
https://huggingface.co/spaces/bigcode/bigcodebench-leaderboard
https://huggingface.co/spaces/facebook/CyberSecEval
https://huggingface.co/spaces/NPHardEval/NPHardEval-leaderboard


CAN I USE LLM MODELS LOCALLY ?

0:00 / 0:30

1 GPU A100 - Juliet MacBook Pro M1
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MSTY

• Offline-first, online-ready

Works seamlessly offline while supporting online models.

• Parallel multiverse chats

Compare responses from different AI models in real-time.

• Unified access to models

Supports models from Hugging Face, Ollama, and Open Router.

• Prompt management

Offers a library of prompts and allows custom additions.

• Ultimate privacy

No personal data leaves the user’s machine
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https://msty.app/
https://msty.app/


BUT FINALLY WHAT DO I NEED ?

• To have an AI assistant that knows

▪ the programming language I use

▪ the documentation of my third-party
libraries

▪ my software and the mathematics
behind it

• Specialized models for each step of development

• Not to iterate over LLM models again and again

• To have a memory of what was done
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WHAT WE CALL AN AGENT ?

Simple Agent

LLM Model Tool Integration

LLM model provides 
language understanding 

and generation.

Tool integration enhances 
agent's functional 

capabilities.
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Multi-agents for software development

Review and 
Selection

Implementation 
Loop

A reviewer evaluates 
the work of each 
developer team and 
selects the best parts.Junior developers 

implement the 
algorithm, while 
testers find and 
report bugs for 
correction.

Algorithm 
Overview

An analyst constructs 
a detailed overview 
of the algorithm 

based on the search 
results.Web Search

An agent conducts a 
web search to gather 
information on the 
Hilbert curve.
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USE CASE: DEPIXELIZING
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USE CASE: HILBERT CURVE

def rot(n, x, y, rx, ry):
if ry == 0:

if rx == 1:
            x = n - 1 - x
            y = n - 1 - y

return y, x
return x, y

def d2xy(n: int, d: int):
    t = d
    x = y = 0
    s = 1

while (s < n):
        rx = 1 & (t//2)
        ry = 1 & (t ^ rx)
        x, y = rot(s, x, y, rx, ry)
        x += s * rx
        y += s * ry
        t = t//4
        s *= 2

return x, y

if __name__ == "__main__":
  x = y = 0
  n = 8
  coords = []

for i in range(1<<n):
      coords.append(d2xy(1<<n, i))
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HOW CAN I ENRICH A GENERIC LLM MODEL ?
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Fine-Tuning a Large Language Model

Prepare Data
Collect and diversify relevant data

Choose Strategy
Select fine-tuning methods

Split Data
Divide data for evaluation

Select Optimizer
Choose efficient learning algorithms

Train Model
Implement iterative training process
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Retrieved information is 
integrated into the LLM's 

prompt through engineering.

Data is converted into 
embeddings and stored in a 

vector database.

AugmentationIndexing

Retrieval-Augmented Generation Process

Retrieval Generation
The LLM generates output 
using the augmented query 
and retrieved documents.

A document retriever selects 
relevant documents based 

on the user query.
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Cache augmented generation

Knowledge 
Preloading Inference 

ExecutionDocuments are 
encoded into a KV 

cache
Cache 

ResettingUser queries are 
processed using 
the KV cache The cache is reset 

for new sessions
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• Web search (Tavily, DuckDuckGo, Brave, …)

• Python script execution

• GitHub interactions

• …
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FROM SCRATCH

ia4dev-2025 -  - 1 April 2025



THE MULTI AGENT TOOLS

•  is a lean, lightning-fast Python framework built entirely from scratch—completely independent of

LangChain or other agent frameworks.

•  is a new, visual framework for building multi-agent and RAG applications. It is open-source, Python-

powered, fully customizable, and LLM and vector store agnostic.

•  is a Fully-Automated and highly Self-Developing framework that enables users to create and deploy

LLM agents through Natural Language Alone.

•  is the simplest framework out there to build powerful agents!

• …

CrewAI

Langflow

AutoAgent

SmolAgents
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https://www.crewai.com/
https://www.langflow.org/
https://github.com/HKUDS/AutoAgent
https://huggingface.co/docs/smolagents/index
https://www.crewai.com/
https://www.langflow.org/
https://github.com/HKUDS/AutoAgent
https://huggingface.co/docs/smolagents/index


SOME DEMOS
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SO, WHAT DID I LEARN?

• The context is probably the most important.

• XML can help you structure your output messages.

• It’s not that simple to get the tools and the LLM to talk to each other.

• There are so many software packages out there that it’s hard to choose the right one.

• I won’t be getting a team of AI assistants working on my software developments any time soon.

But I’m not done yet !!
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Model Context Protocol
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https://www.anthropic.com/news/model-context-protocol
https://www.anthropic.com/news/model-context-protocol


REFERENCES

• More about RAG

• More about CAG

• If there is only one article that you need to read

• Prompt examples on various topics

Advanced RAG Techniques: Elevating Your Retrieval-Augmented Generation Systems

Don’t Do RAG: When Cache-Augmented Generation is All You Need for Knowledge Tasks

A survey on LLM-based multi-agent systems: workflow, infrastructure, and challenges

fabric is an open-source framework for augmenting humans using AI
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https://github.com/NirDiamant/RAG_Techniques
https://arxiv.org/pdf/2412.15605v1
https://link.springer.com/content/pdf/10.1007/s44336-024-00009-2.pdf
https://github.com/danielmiessler/fabric
https://github.com/NirDiamant/RAG_Techniques
https://arxiv.org/pdf/2412.15605v1
https://link.springer.com/content/pdf/10.1007/s44336-024-00009-2.pdf
https://github.com/danielmiessler/fabric


THANK YOU FOR YOUR ATTENTION

AND THANKS TO MESONET

ESPECIALLY THE ROMEO TEAM TO LET ME USE THEIR COMPUTING RESOURCES !

https://github.com/gouarin/2025-04-ia4dev

https://github.com/gouarin/llm4code
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https://github.com/gouarin/2025-04-ia4dev
https://github.com/gouarin/llm4code
https://github.com/gouarin/2025-04-ia4dev
https://github.com/gouarin/llm4code

